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Some properties of the Pearson type Il
(power semicircle) distribution

EBenuHa Benesa

Hsikou ceolicmea Ha pa3snpedeneHuemo Ha lMupcbH om mun Il: PaznpedeneHuemo Ha MupcbH
om mun Il moxe da ce pasenexda kamo yacmeH cry4al Ha pa3snpedeneHuemo Ha [lupcbH om mun |,
uzeecmHo owe u kamo bema pasnpedeneHue ¢ 4 napamembpa. B numepamypama ce cpewa u oo
umMemo CcmerneHHO MonyKkpbeoso pasnpedeneHue. [Jo UHMepecmHU peKypeHmHu ceolicmea Ha mosa
pasnpedeneHue ce Oocmuea [Mpu aHanu3a Ha KosapuaUUOHHU U KOpPernayuoHHU Mampuuyu Ha
MHO20MEPHOMO HOPMaITHO pasnpedeneHue.

Knro4oeu dymu: pasnpedeneHue Ha [MupcbH om mun | u Il, bema pa3npedeneHue, cmeneHHO
onykpb208o pasnpedeneHue

INTRODUCTION

The system of Pearson distributions was developed by Karl Pearson in 1894 and
1895 to provide flexible descriptions of the non-normal distributions encountered in his
biometric research. The original papers are reproduced in [6]. Apart from the fitting of
models for observed frequency distributions, the Pearson distributions have also been
used to provide approximations to other theoretical distributions, and to study the effect of
non-normality on sampling distributions (see [3]).

The Pearson type Il distribution has probability density function of the form ([5]):

f(x)zcz(az_xz)bv XE(—G,G), (1)

where a>0 and b >—1 are parameters; C, is a normalizing constant. It is a particular

case of the Pearson type | distribution, which depends on 4 parameters a, b, ¢, d,
b,d>-1, a>0, ¢ >0 with probability density function of the form

f(x):CI(a-i-x)"(c—x)d, x € (-a,c), 2)

where C, is a normalizing constant. The Pearson type | distribution is also known as four

parameters Beta distribution, because when a=0 and c=1, (2) gives the probability
density function of the classical Beta distribution.

The Pearson type Il distribution occurs also under the name power semicircle
distribution ([2]). When b=1/2, (1) gives the density of the so called semicircle
distribution. The other values of b can be presented in the form b=60+1/2, thus we
obtain from (1) the density of the power semicircle distribution PS(8,a)

r0+2)
Jra’T(0+3/2)

(a® —x*)P"?

Jo(x;a)= ., xe(-a,a), 3)
a>0,60>-3/2.

The Pearson type Il distribution or the power semicircle distribution is the distribution
of the sample correlation coefficient for a sample of observations on two independent
random variables with a bivariate normal distribution. The distribution y,(m), m=n of
the sample correlation matrix for a sample of m+1 observations on »n independent
random variables with multivariate normal distribution has probability density function of
the form (see [9]):
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f(U)= e (detU) , @)

for every positive definite matrix U = (u, ;) with units on the main diagonal, where I", (") is

the multivariate gamma function defined as Fn(;/):ﬂ”‘”’l)/4HZ:IF[7+(1—j)/2].

When n=2 from (4) we obtain the density of the sample correlation coefficient for the 2
observed variables in the form

B F(m/Z) L\ B
f(u)_—\/;F((m—l)/Z)(l u’) . ue(-L1). (5)

According to (3), this is the density of the distribution PS((m . 4)/2,1).
In this paper we consider properties of the power semicircle distribution resulting from
its special role in the analysis of sample correlation and covariance matrices.

PROPERTIES
Let P(n,IR) be the set of all real symmetric positive definite matrices of order n. Let

us denote by D(n,R) the set of all real symmetric matrices of order 7, with positive

diagonal elements, which off-diagonal elements are in the interval (-1,1). There exist a
bijection /#: D(n,R) — P(n,R), considered in [7] - [11]. The image of an arbitrary matrix

X =(x,;) from D(n,R) by the bijection /#, is a matrix ¥ =(y, ;) from P(n,R), such that

Vi =%, j=Len, (6)

Vi =% /xl’lxj,j, j=2,...,n, (7)

i1 r— i1
Vi =NXiX, l: (xr’l.xr’j 1- x;’i)(l - x;j)j +x, - x;l.)(l - x;j)} ,
gq=1

g=1
2<i<j<n.

The next Proposition is proved in [8].

Proposition 1. Let £=(, ) be a random symmetric matrix of order n with units on the

main diagonal. Suppose that §/.‘J., 1<i<j<n are independent and & it

PS((m—i—3)/2,l), where m is an integer, m>n. Let V be the matrix V =h(§),

where h is the bijection, defined by (6) — (8). Then the matrix V has distribution vy, (m) .

Theorem 1 below gives an interesting property of the power semicircle distribution,
which follows from the representation (8) for an arbitrary element of a positive definite
matrix.

Theorem 1. Let ¢, 7, i=l,...,k be independent random variables, ¢, 1n,~
PS((m—i—3)/2,1), where m is an integer, m >k >1. Then the random variable

En+ S (= =72) + En A=A =) (1= (A - 172)
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ot & A=A =72). (1= &2 ) (A -7E,)

A= EA =170 (= & )= 17
is distributed PS((m—4)/2,1).

Proof. Let us have m+1 observations on k+1 independent random variables with
multivariate normal distribution. The distribution of the sample correlation matrix V =(V, )

is w,,,(m) ([9]). Each element Vl, of V is the sample correlation coefficient, calculated
on the basis of m+1 observations on the corresponding pair of independent factors.
Hence V, ,, 1<i< j<n are identically distributed, V, , ~ PS((m—4)/2,1), with density
function given by (5). From Proposition 1 we have that V =A(E), where E=(&, ;) is a
random matrix with units on the main diagonal. The off-diagonal elements of & are
independent and &, ; ~ PS((m—i-3)/2,1). Then the element ¥, ., of V, according to
(8), can be presented as

k=1

Vipor = Z[:,ﬁ,kf,.,h.ljm —E )0~ :;,M)j +§H Ja=&2)a-¢%.).

r=1

Now, if we denote ¢, =&, i=1,....,k—1,n,=¢&,,,, i=1,...,k, the Theorem follows. o

The sample covariance matrix for a sample from a multivariate normal distribution
has Wishart distribution (see [1]). A nxn random matrix W with Wishart distribution
W (m,X), where n<m and X is a positive definite 7 xn matrix, has probability density
function of the form

fn,m,Z (W) = 1

2L (m/2)(detX)

—1
— (detw)(m—ﬂ—l)/Ze—zr(W): )/2 , (9)

for any real nxn positive definite matrix W , where #r(-) denotes the trace of a matrix.

Wishart distribution can be also produced from the bijection / (see [8], [9]). Here the
power semicircle distribution also plays a key role. In the proposition below we denote by

;(z(m) the chi-square distribution with density function

f(x):zm/zl_‘l(m/z)xmulem, x>0.
Proposition 2. Let £=(¢, ;) be a random symmetric matrix of order . Suppose that &, ;,
1<i<j<n are independent, &  ~PS((m—i-3)/2,1) for 1<i<j<n and
&,0,°~x (m), i=1,...,n. The parameters oy, ..., o, are arbitrary positive numbers.
Let W be the matrix W =/(§), where / is the bijection, defined by (6) — (8). Then the
matrix W has distribution W, (m,2), £ = diag(c;,...,0.).

This representation of the Wishart distribution leads to another property of the power
semicircle distribution.
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Theorem 2. Llet (,, i=1,....,k be independent random variables, ¢, ~
PS((m—i—3)/2,1), i=lL...k-1, &, ~;(2(m), where m is an integer, m>k >1. Let

i=1,...,k be the random variables
gl gk 4 i g\/?k\/(l 4’1) (1 é’,’z,])r i:29---ak_1r (10)
v, =JGA1=ED) -8, (11)

Then the random variables v,, i =1,...,k are independent and v, ~ N(0,1),
i=l...k=1,v,~ ¥ (m—k+1).

,:

To proof Theorem 2 we need the next Lemma, which can be easily checked, using the
equalities (6) — (8), defining the bijection /.

Lemma 1. Let X =(x, ;) be a matrix from D(n,R) and Y = h(X) be the corresponding

positive definite matrix from P(n,R). Let U be the lower triangular matrix

X, 0 -« 0

U= @Sm ‘/ES“ o0 (12)
VonSur TSz TS

Siy

where
5=l 5, =%, = 2n (13)
s =x 3 J0=x ) (=52, ), 2<i< j<n (14)
s, = 0=x) (=20, ), j=2.m (15)
Then Y =UU".

Proof of Theorem 2. Let W be a random symmetric matrix with Wishart distribution
W (m,1,), where 1 is the identity matrix of size n. From Proposition 2 we have that

W =h(E), where ﬁ— (&,;) is a random matrix with independently distributed elements,
&, ~PS((m—i-3)/2,1), 1<i<j<n and & ~x*(m), i=1l,...,n. The random
variable ¢ is distributed as &, for i=1,....k.

Let U=(U, ;) be the lower triangular matrix, constructed from the matrix £E=(&, /),

according to Lemma 1. From (12) — (15) it can be seen that U, =& /&, .

Upy = EfEu =820 (1=8 ), i=2, k=1, Uy = [, J-8)..1-82, ).

Consequently, the variables v,, i=1,...,k are distributed as the elements U, ,, ..., U, ,

of U. Bartlett ([4]), using a different approach, proves that the elements U, , ..., U, , ofa
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lower triangular matrix U, such that W=UU’, are independent, U, ~ N(0,1),
i=l...k=land U~y (m—k+1).o

CONCLUSIONS

The Pearson type Il ((power semicircle) distribution plays a key role in generation by
the bijection 4 of positive definite random matrices with different distributions (see [7] —
[11]). More properties, similar to Theorem 1 and 2 can be derived from the representations
of the corresponding distributions of positive definite random matrices.

It is interesting whether similar properties hold for the Pearson type | distribution or in
particular for the classical Beta distribution.
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