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Abstract: The paper examines one of the main aspects of network traffic management related to traffic load and
flexibility of system resources. An approach for the analysis and categorization of WEB traffic accessed by corporate
clients in an urban environment, according to registered quantitative indicators of packet transmission is proposed. The
approach is based on the application of Descriptive Statistics and Multilayer Feed-Forward Neural Networks. A
method of synthesizing multilayer neural structures by experimenting with variations of different ratios between
computational neurons in the hidden layers has been introduced. Backpropagation Gradient algorithm training was
applied by the Levenberg-Marquardt algorithm. The selection of multilayer networks for the identification of areas of
consumption of WEB content was based on accepted criteria, respectively Accuracy, Mean-Squared Error, and Mean
Absolute Error. High levels of accuracy in minimizing the target errors for various data samples used have been
achieved.
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BBBE/IEHUE

N3KyCTBEHHUAT MHTENEKT 3HAYUTETHO IIOBHUINABA CBOETO MPHUJIOXKEHHE B CHUCTEMHUTE 32
ynpasienue u Q0S Ha mpexosus tpaduk (Vashishth, T., Sharma, V., Kumar, B., & Chaudhary, S.,
2023). 3HauuTeNeH N1 OT HAyYHHUTE M3CIEIBAaHMS Pas3riekaaT aJleKBaTHOTO aJIMHHUCTPHpAHE U
IUTaHUpaHe Ha WHGOPMAIMOHHW pEeCcypcH, CBBpP3aHHM C JOCThIl 10 WHTepHer ycmyra 3a
kopnopatuBau kiameHTH (Guo, A., & Yuan, Ch., 2021). OcHOBHU KOMIUICKCHH HAlpaBJCHUS CE
ouepTamar ,,[TOBHIIABAHE HA TIPOU3BOAUTEIHOCTTA™, ,,6(DeKTUBHU TEXHOJIOTHS 3a JOCTHII, METOU 32
3ammra’, ,,00e3rneyaBaHe Ha OOCIYKBaHETO Ha ToyieMd TpapuuHu norouu U OydepHOTO
HaTpynBaHe Ha nHdopmarnmonnu Macusu™ (Latah, M., & Toker, L., 2016).

EnuH oT Te3u acnekTH 3acsira MpoleaypHUs MOHUTOPUHT Ha MpexoBusa MHTepHeT Tpaduk B
ypOaHu3upanu rpajacku pernoHd. [1o oTHOmeHne Ha ToBa 0siXa MPOBEICHN CEPUs OT M3CICIBAHUS
3a KaTeropusaius Ha 30HU Ha AocThil 10 WEB cbabpikaHne B akTUBHHM YaCOBU TMOSICH 32 palOHU Ha
rp. Ynkaro upes aHaJM3 Ha MHACKCH Ha IMaKeTHOTO Ipe/laBaHe Ha JaHHHW HA OCHOBATa HA METOJIUTE
Ha M3KYCTBEHUS HMHTEJIEKT M MAaIIMHHOTO oOy4yeHue. EIHO 0T wu3cineaBaHusATa Ipejajara

21 JloknaabT € MpeJACTaBeH Ha HayuHara cecus Ha 27.10.2023 B cexuus ,,KOMyHHKallMOHHA W KOMITIOTHPHA
TEXHUKA* C OpUTMHAJIHO 3arjlaBU€ Ha 6LnraPCKH esux: MOHUTOPUHI" HA UHTEPHET TPA®UWKA YPE3
JECKPUIITUBEH AHAJIN3 1 MHOI"OCJIOMHU HEBPOHHI MPEXXU
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UACHTU(UKAIMS C W3IMOJ3BaHE HA TPUCIOWHM HEBPOHHM MPEKH C BapHallMMd HAa aKTHUBAIUSITA B
U3XOJHHUTE CjoeBe —ynHeitHa  “purelin®,  tanrec-curmoumanHa  “tansig”, morapuTMHYHA-
curmounainHa “logsig”, Levenberg-Marquardt o0y4yenue ¢ 0OpaTHO pa3mpocTpaHEHUE Ha IperIkaTa
U BeposTHOCTHH HeBpoHHHM Mpeku (Balabanova, I, Zhorova, T., & Georgiev, G., 2023). B
(Balabanova, I., Zhorova, T., & Georgiev, G., 2022) ¢ pa3paboreH KOMOMHHUpaH IOJIXOJ 3a
pasnos3naBane Ha 3004 Ha WEB motpebaenue ¢ BxmouBane Ha SOftmax ¢yHkius Ha akTuBarus
npu Scaled Conjugate Gradient airopuTbM 1pu HEBPOHHHUTE MPEXKH, CTATUCTUYCCKUTE METOIU K—
Hail-ONMM3KM Chceau W IbpBO Ha pemenusta. Crensamo usciaensane (Zhorova, T., 2022)
pasmmpsiBa 00XBaTa Ha MNpWIAraHuss HEBPOHEH amapaT C BKIIOYBaHE Ha MHorocioitnu Feed-
Forward crpykTypu mnpu (UKCHpaHa TAaHT€HC-CUTMOUWAJIHA AaKTUBAIMsS B IMBPBUS CKPUT U
W3XOJIHHS U JIOTAPUTMHUYA-CUTMOU/IAJTHA aKTUBAIMOHHA (PYHKIUS BbB BTOPHUS CKPUT CIIOM.

Haarpaxknanero Ha JEHHOCTHUTE OT IOCOYCHHTE M3CICIBAHUS B HACTOSIIMS JIOKJIAI Ce
MOCTHTa Ype3 BbBEXK/IAaHE Ha MOJIX0/, ChUeTaBAIIL:

e mppBuueH JleckpunTuBeH aHanu3 Ha OazucHU MeTpuku Ha goctaBsiHus WEB Ttpaduk,
M3II0JI3BaHU B KQUECTBOTO HA MH()DOPMATHBHH MIPU3HAIU IPU HHCTPYMEHTHUTE 33 PAa3II03HABAHE,

e BTOpH €Tam Ha MpoleaypeH cuHre3 Ha yermpuciaoinu Feed-Forward Neural Networks
NpPU Pa3IMYHO TMPOLEHTHO CHOTHOIICHUE MEXKIy HEBPOHUTE B MEXKIMHHHUTE CJIOCBE U 3aJI0XKEHO
HHTErpUpaHe Ha OCHOBHUTE akTuBalmu — “tansig”, “logsig” u “purelin”.

N3JI0’KEHUE
JleCKPUNITHBEH aHAJIN3 HA NHIAMKATOPHU HA nmakeTHOTO npeaaBaHe WEB cbabp:kanue

CratucTudeckara OlleHKa Ha OCHOBHU MHJICKCH Ha J0CTaBsHUs VHTEpHET TpaduK, CBHp3aHU
C KOJIMYECTBEHA XapaKTepUCTUKa Ha MAKETHOTO MpeAaBaHe Ha JaHHH, € Ba)KHA 3a/1a4a MPU aHaIHU3
Ha MOBEJCHUETO, YCTAHOBSBAHE HA TCHJICHIIUU U T.H., IO OTHOIIICHUE HA KpPaHUTE MOTPEOUTENH U
LSAJIOCTHOTO agMUHUCTpupaHe Ha MuTepHer ycinyrara. B Ta3u Bpb3ka B HAcTosIIaTa CEKIUS €
HampaBeH mnporenypeH JleckpuntuBen aHaimm3 B MATLAB cpema Ha 4 OCHOBHHM TpadudHU
WHJIEKCa, PECIIEKTUBHO:

v Index Ne 1: Flows, [flows/s] — kilo;

v Index Ne 2: Mean Packet Size in IPv4, [pkts];

v Index Ne 3: Mean Packet Size in IPv6, [pkts];

v Index Ne 4: Mean Transition Rate, [pkts/s] — kilo.

Tabmuna 1. Cratuctruecku uHAUKaTOpH ot Descriptive analysis na tpadguunu
HHIUKATOpH Ha VIHTEpHET MOTpebIeH e 10 PErHOHU B IPAJICKa Cpejia — IIbPBU PETHOH

Flows, [flows/s] — kilo
max mean median Min \ mode std var range
32.7700 9.2324 8.3500 2.4000 4.5040 20.2860 30.3700
Mean Packet Size in IPv4, [pkts]
max mean median min mode std var range
963 680.7176 711 7.8400 | 494 | 179.9733 | 3.2390e+04 | 955.1600
Mean Packet Size in IPv6, [pkts]
max mean median min mode std var range
1260 360.7692 268 92 118 | 310.5407 | 9.6436e+04 1168
Mean Transition Rate, [pkts/s] — Kilo
max mean median min \ mode std var range
698.8900 | 241.5795 | 233.3400 31.0900 145.6683 | 2.1219e+04 | 667.8000
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Tabnuna 2. CratucTruecku wHAUKaTOpH oT Descriptive analysis na tpadguusu
WHIUKATOpH Ha MIHTepHET moTpebIieH e 10 PErHOHH B IPajicKa cpeia — BTOPH PETHOH

Flows, [flows/s] — kilo
max mean median | min \ mode std var range
75.3300 | 27.1341 | 25.3700 8.8000 14.2871 204.1219 66.5300
Mean Packet Size in 1Pv4, [pkts]
max mean median min mode std var range
1110 861.9615 870.5 598 1030 110.2515 | 1.2155e+04 512
Mean Packet Size in IPv6, [pkts]
max mean median min mode std var range
1070 349.9103 248.5 97 182 262.5382 | 6.8926e+04 973
Mean Transition Rate, [pkts/s] - kilo
max mean median | min \ mode std var range
1140 594.8574 | 570.605 290.7300 198.3779 | 3.9354e+04 | 849.2700
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@ur. 1. Jluarpamu Ha paznpezeseHneTo Ha nHpopMamonnu nakeru npu [Pv4 u IPv6 3a uzbpanu
KOPITOpAaTHBHU KJIMEHTH TIPH ITBPBH (@) ¥ BTOpU perroH Ha HTepHeT notpediienue (0)
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YkazaHuTe WHACKCH Ca PETUCTPUPAHU OTHOCHO JAMAarHOCTHKa Ha IHTepHET noTpebieHHeTo 3a
nBa rpajacku paiona. Crnenudukara Ha u3BbpuIeHUs [leckpuntuBeH HMHPOPMAIMOHEH aHAU3
MpeaBIDKIA pa3zielisiHe B 1Be (a3u, CbOTBETHO:

e @aza Ne 1: M3Bnuuyane Ha Oa3MCHM CTATUCTUYECKH HMHIUMKATOPH IO PETHOHU Ha
TpaduuHo nmotpedsenue — Tabnuna 1 u Tabnuma 2;

e daza Ne 2: [IpencraBsiHe Ha pa3npeeIeHUETO Ha AocTaBeHUTe makeTu npu [IPv4 u IPv6
3a CEeJICKTUPaHU KOPIIOPATUBHH KJIMEHTH 110 PErMOHU Ha Tpaduuno norpedienue (dur. 1).

Mpuorocnoiinu Feed-Forward Neural Networks 3a wuaenTHukanusi Ha 30HH Ha
pasnpenesenue Ha UnTrepHer Ttpadguk

[TbpBUAT eTanm B mpolieca Ha HEBPOHEH CHHTE3 € HACOYCH KbM H3IOJI3BAHE Ha MHOTOCIIOMHU
FFNN crpykrypu 3a uaeHTuUKaus Ha TpapUUHU 30HU HA pa3mpelielieHHe Ha MOTPEeOUTENICKO
WuTepHeT chabpkaHue B Tpajacka cpena. M3crneapanusta ca 6a3upaHd Ha pa3IMYHUA BHBEIACHU
MPOLIEHTHU CHOTHOLICHUS MEXAY MW3UYHUCIUTEHUTE HEBPOHHU EIUHHUIM B IBPBH U BTOpU
MEXIUHEH CTPYKTypeH cJol, pecrnektuBHO 1—2, 2—1 wm 1-1. BbBemena e kiacosa
MIPUHAJJICKHOCT C M3I0JI3BAaHE HA JUCKPETHU KOJAOBU KOMOHMHAIIMU, PECIEKTHUBHO ,,1 0° 3a 30Ha
Ne 1 u ,,0 1 3a BTOpH reorpadcku peruon. CrpsMo BCUYKK MoOJenH 0sxa (GUKCHUpAHU HISHTUYIHU
TUIIOBE HEBPOHHA aKTHBALIMS:

e Tanrenc-curmouanHa 3a bPBU CKPUT CJIOM;

e JlorapuTMHU4Ha-CUTMOUIANIHA 32 BTOPU MEKIAMHEH CIIOM;

e JluneitHa QyHKIMS B U3XOJHUTE CIIOCBE.

Onenkara Ha KadyeCTBOTO Ha KJIACH(HKAIMSA Ha 3aJI0)KEHUTE W3XOIHU TPYIH € HAIpaBeHO
CHIPSIMO TOJyYCHUTE HHMBA HAa TPU OCHOBHHM IIOKa3aTelH, PECleKTUBHO Accuracy, Mean-Squared
Error u Mean Absolute Error. Pesynrarure 0OTHOCHO MHIUKATOPHUTE 3a ONPECIsIHE HA CTETICHTA Ha
HEBPOHHA €(EeKTUBHOCT ChOOPa3HO 3a7aJICHUTE CHOTHOIIEHUS MEXAYy CKPUTUTE HEBPOHHM Ha
aHaJM3UpaHUTE HEBPOHHU CTPYKTYpH ca 0000menu ot Tadmuma 3 mo Tabmuma 5.

Tabmuma 3. Onenka Ha kauecTBOTO Ha FFNNS 32 naenrudukanums
Ha 30HM Ha MlHTepHeT moTpebieHue npu choTHOIIeHHE 1:2

Cxpur Cxpur TouHocr,
ciaoii Ne 1 cyaoii Ne 2 % MSE MAE
2 4 91.3 0.0726 0.1105
3 6 95.7 0.0397 0.1265
4 8 91.3 0.0544 0.1427
5 10 100.0 0.0214 0.1004
6 12 91.3 0.0747 0.1842
7 14 91.3 0.0776 0.1572
8 16 100.0 0.0247 0.0995
9 18 100.0 0.0098 0.0574
10 20 95.7 0.0489 0.0858
11 22 100.0 0.0228 0.0996
12 24 100.0 0.0056 0.0573
13 26 100.0 0.0257 0.1231
14 28 95.7 0.0343 0.1159
15 30 100.0 0.0230 0.0918

[Ipy mBPBOTO 3aJOKEHO TMPOILIEHTHO CHOTHOIICHHWE Oellie HaONI0JaBaHO BapHpaHe Ha
TOYHOCTTa Ha paszno3HaBaHe oT 91.3 %, peructpupana npu HEBPOHHH KOMOWHANUH ,,2:4%, | 4:8%
»0:12% n ,,7:14%, no 100.0 %, ycTtaHOBeHU mNpu chOTHOWEHUs ,,5:10% ,,11:22* u ,,12:24%. bsxa
koHcTaTupan Makcumamau MSE =0.0776 u MAE = 0.1842 npu komOuHamww ,,7:14“ u ,,6:12%.
Jlokato MuHUManHuTe nokasanus Ha rpemkute MSE = 0.0056 1 MAE = 0.0573 ca nony4yeHu 3a
MOJIeJa MPU TECTOBO ChOTHOIICHHUE ,,12:24%, olIeHEeH ¢ Hail-100pa aeKBaTHOCT.
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Tabnuna 4. Onenka Ha kauecTBoTO Ha FFNNS 32 nnentudukamnms
Ha 30HU Ha MlHTEepHET moTpebdiieHne npu choTHOIIeHUE 2: 1

Cxkput Cxput TouHocT,
caoit Ne 1 caoi Ne 2 % MSE MAE
4 2 95.3 0.0303 0.1122
6 3 87.0 0.0887 0.1663
8 4 100.0 0.0174 0.0799
10 5 91.3 0.0344 0.1107
12 6 95.7 0.0387 0.1070
14 7 95.7 0.0381 0.0929
16 8 91.3 0.0874 0.1372
18 9 100.0 0.0165 0.0696
20 10 95.7 0.0540 0.1027
22 11 95.7 0.0395 0.1482
24 12 95.7 0.0524 0.1024
26 13 87.0 0.0892 0.2098
28 14 87.0 0.1142 0.2464
30 15 91.3 0.0684 0.1281
Tabnuna 5. Ouenka Ha kauectBoTO Ha FFNNS 3a nnenruduxanus
Ha 30HU Ha MlHTepHeT noTpebiieHue nNpu UACHTUYHO ChOTHOILICHHUE
Cxpur Cxpur Tounocr,
caoii Ne 1 cjoii Ne 2 % MSE MAE
2 2 91.3 0.0824 0.1447
3 3 87.0 0.1287 0.1508
4 4 82.6 0.1174 0.2146
5 5 82.6 0.1092 0.2291
6 6 95.7 0.0349 0.1157
7 7 95.7 0.0230 0.0861
8 8 91.3 0.0694 0.1016
9 9 87.0 0.0627 0.1828
10 10 95.7 0.0647 0.1413
11 11 87.0 0.0590 0.1439
12 12 100.0 0.0035 0.0389
13 13 91.3 0.0948 0.1455
14 14 95.7 0.0165 0.0716
15 15 100.0 0.0202 0.1109
16 16 100.0 0.0193 0.1021
17 17 95.7 0.0339 0.1429
18 18 95.7 0.0539 0.1639
19 19 91.3 0.0732 0.1692
20 20 91.3 0.0642 0.1599

CropsiMO BTOPOTO H3CJIEABAHO CHOTHOIIECHUE MEXKIYy CKPUTHUTE HEBPOHHU Oelle yCTaHOBEHa
touHocT oA mpara ot 90.0 %, pecnexktuBHo 87.0 % npu komOuHanuu ,,6:3%, ,,26:13 u ,,28:14%.
Haii-Bucoka crenen Ha nokasarens 100.0 % e oTuereHa 3a HEBPOHHU CTPYKTYPH ChC ChIbPIKAHHE
Ha ,,8:4“ u ,,18:9“ neBponnu enuuunu. [Ipeasun no-uuckure nocturnatu MSE u MAE, kakto
caenasa 0.0165 copsimo 0.0174 u 0.0696 cnpsamo 0.0799, B kauecTBOTO Ha MO-aJ€KBaTEH MOJIEN €
n30paHa HEBpOHHA Mpeka. Tyk e KOHCTaThpaH Mmo-BUCOK mpar Ha Makcumannute MSE u MAE B
CpaBHEHHE C MPEIXOTHOTO 0A3MCHO HEBPOHHO CHOTHOIIICHHUE, paBHsABamy ce Ha 0.1142 u 0.2464 3a

FFNN cbc cpabprkanue Ha 28 B IbpBU U 14 CKpUTH HEBPOHU BBB BTOPU CTPYKTYPEH CIIOH.
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3a TPEeTOTO H3MOJI3BAHO KOJMYECTBEHO CHOTHOILIEHHUE MEXIY MEXKIWHHUTE HEBPOHU ca
MOCTUTHAaTH MuHMManHa 82.6 % mpu ,4:4“ u ,,5:5“ u wmakcumamna tounoct 100.0 % 3a
KoMOuHanmu ,,12:12%, [15:15“ u ,,16:16%. Haii-Bucoku rpemku MSE = 0.1287 u MAE = 0.2291
0s1Xa MoJyYeH! TPU HEBPOHHU CHOTHOIIEHUSA ,,3:3 1 ,,5:5“. PeciekTHBHO Hal-HUCKHM CTETICHU HA
unaukaropute 3a kauectBo MSE = 0.0035 u MAE = 0.0389, e camo 3a pa3riexxaaHoTo, a CpsiMo
Tpute 0a3ucHu choTHOWEeHUs 1 —2,2—1 u 1 — 1, ca peructpupanu 3a apxuTektypa ¢ 12 HeBpoHH
B J1BaTa MeAUHHU cios. [Tocouenarta FFNN apxurektypa Moxe aa 0blie XapakTepu3upaHa ¢ Haii-
BHUCOKa CTETEeH Ha MPUTOIHOCT.

“\ Custom MNeural Network (view) — O >
Hidden Layer 1 Hidden Layer 2 Output Layer
Input Output
4 2
12 24 2
a)
4\ Custom Neural Network (view) — O X
Hidden Layer 1 Hidden Layer 2 Output Layer
Input Output
4 2
18 9 2
4\ Custom Neural Network (view) — O b4
Hidden Layer 1 Hidden Layer 2 Output Layer
Input Output
4 2
12 12 2
B)

®wur. 2. FFNNs 3a pasmno3HaBaHe Ha TPaJICKU 30HH Ha pa3mpesiesiecHrne Ha TpadhUIHH MTaKeTH OT
rinobannata HTepHeT Mpeka npu choTHOmeHus: a) 1 —-2,0)2—-1us)1-1

@wr. 2 mpencTaBs apXUTEKTYPHUTE Ha CEJEKTUPAHUTE KOHIENTYyaJHH HEBPOHHH MOJEIH 32
uneHTudukanus Ha reorpadcku pernoHn Ha MHTepHeT moTpebiieHne B ypOaHHM3HWpaHa Tpajcka
cpena, CrpsMO KOUTO Oellie HampaBeHa OIleHKa Ha MPEXoBaTa MPOU3BOAUTEITHOCT. AHAMHU3BT Oellre
0a3upaH Ha U3CJeIBaHE HA TTOBEICHUETO HA CPETHOKBAPATUYHATA IPEIIKa 32 OCHOBHUTE MPEKOBU
nporecu — o0ydeHue, BauaupaHe u TecTBaHe. OOma TEHIEHIUS 32 BCHYKA HEBPOHHHU
choTHOmIeHUs: 1 —2, 2—1 u 1 —1 e gocturanero Ha Haii-moOpa BamuAMpaIia IPOU3BOAUTEITHOCT
0.011378 u 0.045399 mpu 7™, u 0.0063876 nmpu 10™ wuTeparnus npeau CIUpaHe HA MPEKOBOTO
oOydenue. B xona Ha yka3aHuTe Mpoleaypy He ca HaOJII01aBaHU PE3KH HApaCTBAHUS HA TPELIKUTE
0T 00Oy4YeHHE U BaJTUIAIUS — MHIUKAIHS 32 KOPEKTHOCT HAa HEBPOHHUTE TIPOIIECH.

JlombnHUTETHO OsiXa W3CIEIBAHU IJMHEHHUTE PETPECHOHHU 3aBUCHUMOCTH 32 MPEKOBHTE
mxoau Ha cuHTesupanute FFNN apxutexktypm 3a pasno3HaBaHe Ha TpapuUIHO ITAKETHO
pasmpeneneHue Mexay obocobenute reorpadku 3ouu (Pur. 3). Hamuie ca ymoBieTBOpsBAIH
HUBa Ha KOpelanuoHHUTEe KoedpuimeHtn Ham mpara ot 0.90000. M3paseHO mnpeauMcTBO ce
HaONo/1aBa 32 HEBPOHHUS MOJEN C MPHIOKEHO HJICHTUYHO CHOTHOIICHHE MEXKIy HEBPOHHHTE
V3YMUCIUTEITHU EIUHUIM, KbaeTo ca ordeTteHH R =0.96682 m R =0.96693 3a mbppBa u BTOpa
W3XOJIHA TpyTa.
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Traffic Zone 1: R=0.93959 Traffic Zone 2: R=0.93841
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@ur. 3. JIunum Ha perpecus 3a u3dpanute MuorocaoHu FFNN Mozenu 3a pasno3HaBaHe Ha 30HU
Ha MHTepHeT moTpebieHne Ha nmakeTHH qaHHu: a) 1 —2,0)2—-1uB)1-1

@®ur. 4 moka3zBa BapUALMOHHUTE MPEKOBU TPEUIKH, TOJYYEHH 3a 4YacT OT ETAJIOHUTE B
TECTOBAaTa W3BaJIKa, WM OTKOJTHEHHUSTA CHOPSIMO 3aJI0KCHHTE TEOPETUYHU KIaCHU(UKAITHOHHU
nmokasarenu mpu oOydenwe. [Ipu Tpure Oa3UCHU HEBPOHHH CTPYKTYPH TOJOXKUTEIHUTE U
OTPUIIATEITHUTE BapUallMM Ha TPEUIKUTE TIOMAJaT B YJOBJIETBOPSIBAIIUS TEOPETHUCH JIHAIa30H
+ 0.5. KoHcTatupanu ca OTKJIIOHEHUS B PaMKHUTE Ha TPaHUYHU AWana3oHu ,,-0.2088 no 0.1914%, .-
0.4324 no 0.4397“ u ,,-0.1387 no 0.1421%, pecieKTUBHO TIpH OA3UCHH CHOTHOMIEHUS 1 —2,2— 1 n
1-1. Tyk OTHOBO € YCTaHOBEHO SICHO H3pa3eHO MNPEAMMCTBO Ha MHOTOCIOWHHS MOJEN C
WUJIEHTUYHO HEBPOHHO CHOTHOIICHUE MEXKTY MEKIMHHUTE HEBPOHH.
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Our. 4. Jluarpamu Ha MpexkoBuTe rpeuku 3a n3dpanure FFNNs 3a uaentudukanvs Ha 30HU Ha
notpebienue Ha MaTepHer chappxkanne: a) 1 —-2,6)2—-1ug)l-1
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3AK/IFOYEHUE

EdextuBHOCTTa Ha WHGPOPMAIMOHHUTE CHUCTEMH 33 MOHHTOPUHI M aJIMUHHCTPUpAHE Ha
MPEKOBHS TpauK JI0 rojisiMa CTETIEH € 3aBHCEIIa OT HAINIHETO Ha COPYTYEPHO 3aJI0KEHH MOMYIIH
WIM TPUIOKEHUS 3a Kareropm3anus W unaeHTudukamus. [locpeacTBoM HHTerpanusara Ha
TEXHOJIOTUSTA Ha M3KYCTBEHHsI MHTEJICKT Ype3 MPEJIOKEHHs TIOAXO0]l 3HAYUTEITHO MOXKe Aa Objae
momoOpeHa JeHHOCTTa MO OlEHKa W ONTHUMH3anus Ha TpaduuHoTo HartoBapBaHe. [lomoOHa
aHAJIOTHsI CJieBa OTHOCHO T'bBKABOCTTA IPH paslpeieiicHHe Ha pecypcure, obOe3redyaBaiiu
00CITy’)KBaHETO Ha CUCTEMHUS Tpa(uK.
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