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Abstract: The concept of Developer’s point of view (DPV) learning approach is based on the idea of “perception 

the very solution to the problem as a game” and takes the gamification of learning to the next level. 

The Hobby Time Training (HTT) concept is part of the DPV learning approach. It assumes solving small, 

apparently simple problems, which encapsulates deeply hidden potential. The problem solving itself takes place during 

the students' free time and assumes unobtrusive guidance with as little as possible obligatory moments. 

In previous papers the HTT is presented by distinctive bitwise operations. They contain the sought-after hidden 

creative potential, mainly due to the limited support both at the high and low levels. Here the HTT is developed by 

another kind of apparently “simple” problems of the area of integer computation. Somewhat unexpectedly for the 

unprepared one it turns out that these problems have a deeply hidden inner content. Like bitwise operations, integer 

computation algorithms suppose usage of some special techniques such word-level parallelism, unrolling loops, and 

branch elimination. 

The attention is focused here on some elements of Hamming sequence generation: factorization by 2, 3 and 5, 

divisibility check by 3 and 5, fast integer division and multiplication by 3 and 5. 
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INTRODUCTION 

The concept of Developer’s point of view (DPV) learning approach is described as “perceive 

the very solution to the problem as a game”. That is, the decision-making process itself becomes a 

game. Moreover, it assumes the usage of conventional development environments. Thus, we go up 

to the next level of gamification in comparison to the more primitive perception of gamification as 

“make the hard stuff fun”. 

The Hobby Time Training (HTT) concept is a part of the DPV learning approach 

((Loukantchevsky, M., 2022, Loukantchevsky, M. (2023)). As such, the HTT assumes solving of 

small, apparently simple problems, which encapsulates deeply hidden potential that could be found 

out only during the problem solving (Anderson, S., 2023). 

In previous papers the HTT is presented by distinctive bitwise operations ((Loukantchevsky, 

M., 2022, Loukantchevsky, M. (2023)). They contain the sought-after hidden creative potential, 

mainly due to the limited support both at the high and low levels. Here the HTT is developed by 

another kind of apparently “simple” problems of the area of integer computation. Somewhat 

unexpectedly for the unprepared one it turns out that these problems have a deeply hidden inner 

content. Like bitwise operations, integer computation algorithms suppose usage of some special 

techniques such word-level parallelism, unrolling loops, and branch elimination. Especially useful 

when the field of study is modern superscalar computer architectures. 

The attention is focused here on some elements of Hamming Numbers Sequence (HNS) 

generation: factorization by 2, 3 and 5, divisibility check by 3 and 5, fast integer division and 

multiplication by 3 and 5.  

 
3 The paper have been presented on 27.10.2023 in session Communication and Computer Technologies with 

original tittle: INTEGER COMPUTATION PUZZLES AS PART OF THE HOBBY TIME TRAINING APPROACH 
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The code presented is Windows 32-bit platform oriented, produced by the Embarcadero C++ 

Builder® 11.3 development environment and its classic BCC32 compiler (Embarcadero, 2023). 

This choice is optional and therefore not a limitation. In our case, it stems from the practice of the 

author as corporate developer and from the opportunity to use inline Assembly technology. 

 

EXPOSITION 

1. Problem Definition 

So called regular, 5-smooth, or Hamming number (HN) is product of three primes 2, 3 and 5 

(Eq. 1). 

 

𝐻𝑁 = 2𝑖 × 3𝑗 × 5𝑘, 𝑖 ≥ 0, 𝑗 ≥ 0, 𝑘 ≥ 0           (1) 

Respectively, the ascending sequence of HN is called Hamming numbers sequence (HNS) or 

simply Hamming sequence. Richard Hamming is the first asked for an efficient algorithm to 

generate the list, in ascending order, of all numbers of this kind. The problem was popularized by 

Edsger Dijkstra. 

 

 
Fig. 1. HNS-14 

 

The problem is trivial only in its classical form: to generate HNS in ascending order by 

successively traversing and checking a given subset of the natural numbers. From Fig. 1 could be 

seen that powers of 2, 3, and 5 do not increase monotonically. Consequently, the problem becomes 

significantly more complicated if a full traversal is to be avoided. 

 

 
Fig. 2. Function f_235() 
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Following the principles of the HTT we are interested (at least initially) in the individual 

independent subproblems into which the problem could be broken down. At the top level of the 

solution (Fig. 2) is placed the function f_235(). It attempts factorization of <src> as in Eq. 1. 

The functions f_2(), f_3() and f_5() for factorizing to 2, 3 and 5, respectively, are placed a 

level down. While f_2() is solved elementary, f_3() and f_5() implies several alternative solutions: 

• By the modulo division operation. 

• By GCD. 

• By alternative method of divisibility verification. 

The goal is to investigate different alternatives of implementation of f_3() and f_5(). 

Let consider here in little more detail some key moments of factorization by 3, divisibility 

check by 3 and modulus of 3. 

 

2. Factorizing by 3 

The function f_3() for factorizing to 3 has three main alternatives separated by the relevant 

conditional preprocessor directive (Fig. 3). 

 

 
Fig. 3. Function f_3() 

 

The divisibility check by 3 function div_chk_3(), modulus of 3 function mod_3() and the 

standard library function std::gcd() are placed a level down. 

 

3. Divisibility Check by 3 

The main idea here is to choose a method that does not require division. And if possible, to 

apply branch elimination technique, in view of the specifics of modern superscalar architectures. 

Three main points can be distinguished: 
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1) Let the number checked is represented in numbering system with radix 𝑝. The rule of 

divisibility of the number (𝑝 + 1) requires that the difference |𝜎𝑒 − 𝜎𝑜| between the sum 

𝜎𝑒 of all even digits and the sum 𝜎𝑜 of all odd digits is divisible by (𝑝 + 1). 

2) The sums are calculated by POPCNT x86/x64 machine instruction (Microsoft, 2023), i.e. 

using appropriate hardware support. 

3) After calculating the sum of even bits and the sum odd bits is checked if their difference 
|𝜎𝑒 − 𝜎𝑜| is zero. If it is zero, the divisibility condition is met. Otherwise, is checked if the 

difference is divisible by (𝑝 + 1).  

4) The divisibility check of the difference is tabular. The table used is compressed into a 

DWORD constant (Fig. 4). The so compressed table lookup is performed by right logical 

shift at 𝐶 bits, where the binary code of 𝐶 is 𝐶3𝐶2𝐶1𝐶0. 

 

 
Fig. 4. Compressed table of divisibility by 3 

 

Note that the method is directly applicable to check for divisibility by 3, as internal machine 

representation uses radix 𝑝 = 2 and hence (𝑝 + 1) = 3.  

The same method is also applicable to check divisibility by 5. For that, the binary code of the 

number checked is formed in pairs of two bits representing a binary coded digit with radix 4. 

 

4. Modulus of 3 

The basic solution of the operation, of course, implies the use of the built-in high-level 

operator, e.g. % in C/C++. However, it is of interest to study an alternative avoiding division 

operation. Such is the Deterministic Finite Automata (DFA) method. The State Transition Table of 

the DFA for modulus of 3 is presented in Fig. 5. 𝑆𝑖 is the current state of the DFA, and 𝑆𝑖+1 – its 

next state. The implementation of the DFA of Fig 5 implies scanning from MSB to LSB. 

 

 
Fig. 5. State Transition Table of DFA for modulus of 3 

 

Initial Phase: Additional speedup is obtained if scanning begins from the MSB but from the 

most significant set bit using BSR machine instruction (Microsoft, 2023), as shown in Fig. 6. 
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Fig. 6. Modulus of 3 first phase 

 

Three variants of the main phase are considered. 

Main Phase [Ver. 1]: traditional, through if/else operator (Fig. 7). 

 

 
Fig. 7. Modulus of 3 main phase through if/else operator 

 

Main Phase [Ver. 2/Subversion 1]: through 2D state transition table (Fig. 8). Implements 

branch elimination technique. Hower, it turns out that to access the 2D table tt3 the compiler 

generates machine instruction IMUL for integer multiplication (Microsoft, 2023)! As a result, the 

efficiency of Subversion 1 is reduced. 

 
Fig. 8. Modulus of 3 main phase through 2D state transition table 
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Fig. 9. Fast access to the compressed state transition table 

 

Main Phase [Ver. 2/Subversion 2]: through compressed state transition table (Fig. 9). 

In this case, the access to the 2D state transition table is reduced to one fast multiplication by 

2 (for the first index a) and one fast multiplication by 3 (for the second index b). 

 

 
Fig. 10. Compressed state transition table 

 

The 2D state transition table for Fig. 5 is compressed here to DWORD constant via 

linearization shown in Fig. 10. 

 

 
Fig. 11. Compressed state transition table for modulus of 5 

 

For comparison the appropriate compressed state transition table is presented in Fig. 11. In 

both cases the Little Endian multibyte order of x86/x64 family is taken into account. 

 

CONCLUSION 

Following the HTT and the principle “the simplest first” are given the problems of 

factorization by 2, 3 and 5, divisibility check by 3 and 5, fast integer division and multiplication by 

3 and 5. They are products of division to subtasks of the more general problem of Hamming 

Numbers Sequence (HNS) generation. 

Key moments of the factorization by 3, divisibility check by 3 and modulus of 3 are 

considered in more detail. These operations in respect to 5 are based on the same ideas but are not 

“copy-paste” solvable. Their implementation requires a definite creativity from the students.  

The full code is accessible in the F_235 subfolder of the author’s GitHub repository 

(Loukantchevsky, M. GitHub, 2023). An alternative method for fast division by 3 and 5 is also 

shown there. It consists in replacing the operation of division with multiplication (Warren, H. , 

2012). Would be very useful and instructive for the future specialists to use the code provided for 

evaluation and comparison of the considered alternatives.  

For more advanced students who are successful, one can continue with different variants of 

the accelerated HNS generation problem: without a full traversal of a subset of the natural numbers. 

But this is already another topic and implies separate consideration. 
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